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Abstract—This paper proposes a probability-weighted autore-
gressive exogenous (PrARX) model wherein the multiple ARX
models are composed of the probabilistic weighting functions.
This model can represent both the motion-control and decision-
making aspects of the driving behavior. As the probabilistic
weighting function, a “softmax” function is introduced. Then,
the parameter estimation problem for the proposed model is
formulated as a single optimization problem. The “soft” partition
defined by the PrARX model can represent the decision-making
characteristics of the driver with vagueness. This vagueness can
be quantified by introducing the “decision entropy.” In addition,
it can be easily extended to the online estimation scheme due to its
small computational cost. Finally, the proposed model is applied
to the modeling of the vehicle-following task, and the usefulness of
the model is verified and discussed.

Index Terms—Decision entropy, driver model, identification,
probability-weighted autoregressive exogenous (PrARX) model.

I. INTRODUCTION

R ECENTLY, an individualized driver-assisting system has
been attracting much attention to realize personalized

safety driving. A quantitative and rigorous mathematical model,
which can express the dynamical characteristics of the driving
behavior, is required to realize such an individualized driver-
assisting system.

Many ideas have been exploited for the driving behavior
modeling from the viewpoint of control technology [1]–[6].
The common idea in these studies is that the driver is regarded
as a kind of “controller,” and linear control theory has been
applied to analyze the driving behavior. The linear controller
model, however, may not work in the case where the driver is
requested to operate the vehicle using not only simple reflex-
ive motion but higher level decision-making as well. On the
other hand, a nonlinear and/or stochastic modeling of human
behavior such as neural networks and hidden Markov models
(HMM) has been developed [7]–[10]. These techniques, how-
ever, have some problems, particularly when some applications
are considered. For example, it may be difficult to estimate
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the driver’s physical and mental state from these models,
and the usefulness of information obtained by these models
also remains questionable for the design of a driver-assisting
system.

When we look at the human behavior, it is often found
that the driver appropriately switches the simple control
laws instead of adopting the complex nonlinear control law
[11]–[13]. This idea can be formally formulated by introducing
so-called “hybrid systems” (HSs) wherein the switching among
modes are represented by the discrete-event-driven system,
whereas the dynamics of each mode are characterized by
the continuous-time-driven system. Furthermore, the switching
mechanism (mode segmentation) can be regarded as a kind
of driver’s decision-making in the complex task. Thus, the
introduction of the HS model leads to higher level under-
standing of the human behavior wherein the motion-control
and decision-making aspects are synthesized. The simultaneous
understanding of decision-making and motion control must
be useful, particularly when we consider the classification of
drivers. For example, the driver who has good performance
in motion control but bad performance in decision-making is
regarded as a “hasty” driver and is likely to cause a serious
accident.

In the hybrid system identification, a piecewise affine
autoregressive exogenous (PWARX) model is widely used as
the mathematical model. Many identification algorithms for
the PWARX model have been proposed [14]–[18]. The main
concern in the hybrid system identification is how to identify
the parameters in the ARX models and the coefficients in
the hyperplanes defining the partition between modes in the
regressor space.

We already have investigated the effectiveness of the HS
modeling of the human driving behavior [20]–[22]. In [21], the
driving behavior was successfully analyzed from the viewpoint
of HSs using the piecewise linear model and mixed integer
programming (MIP). However, this paper addressed a short-
term (small data set) task focusing on the collision-avoidance
behavior due to high computational cost in the MIP. In [21],
the standard HMM was extended to the stochastic switched
ARX model by embedding an ARX model into each discrete
state. Although this model can be a powerful tool for behavior
recognition, the mode-switching mechanism is specified based
only on the constant mode transition probability and is not
characterized by the regressor variables at all. This may be
a significant drawback when we try to analyze the decision-
making aspect of the driver. In [22], the vehicle-following
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task was analyzed by the PWARX model, together with the
clustering-based identification scheme [14]. The obtained re-
sults were quite interesting in a sense that the motion-control
and decision-making aspects were simultaneously captured.
However, in the clustering-based scheme, the data classification
(mode assignment) is executed first; then, estimation of the
parameters in the ARX models and of the coefficients in the
partitioning hyperplanes are sequentially executed. Due to this
two-stage identification, this identification scheme leads to
high computational cost, and it may be hard to execute this
identification scheme online. In addition, the PWARX model
cannot explicitly express the “mixed mode” that represents the
overlapping between modes and plays an essential role in the
analysis of the decision-making characteristics in the human
behavior.

In this paper, first of all, a probability-weighted ARX
(PrARX) model, wherein the multiple ARX models are com-
posed by the probabilistic weighting function, is proposed. This
model is obtained by embedding the “softmax function” in the
expression of the partition instead of the deterministic partition
used in the PWARX model. The partition is characterized by
the parameters in the softmax function in the PrARX model.
Then, the parameter-estimation problem for the PrARX model
is addressed. The parameter-estimation problem for the ARX
models and the softmax functions is formulated as a single
optimization problem due to the continuity of the softmax
function. Furthermore, the identified PrARX model can be
easily transformed in to the corresponding PWARX model
wherein the complete deterministic partition is defined by the
parameters in the softmax functions.

Generally speaking, the dynamical characteristics of the
driving behavior may change due to various reasons, such as
gaining experience, fatigue, change of driving conditions, and
so on. If the parameters in the driving behavior model were
assumed to be constant, there is a great possibility that the
accuracy of the model degrades over time. Since the perfor-
mance of the individualized driver-assisting system is directly
influenced by the accuracy of the driving behavior model, it is
of critical importance to frequently update the model so that it
can always express the driving behavior with enough accuracy.
One of the advantages of the PrARX model is that the parameter
estimation can be executed in an adaptive manner due to its sim-
ple parameter-estimation algorithm with small computational
cost. Therefore, we develop an adaptive parameter-estimation
scheme for the PrARX model, which can update the estimated
parameters online and, as a result, can adapt to the change in
the driving characteristics.

Based on these theoretical developments, the PrARX model
is applied to the modeling of the driving behavior, partic-
ularly focusing on the vehicle-following task. The driving
characteristics are quantified from both the motion-control and
decision-making aspects. In addition, since the PrARX model
can express the stochastic variance of the mode segmentation,
i.e., the decision-making, it can be used to quantify a “deci-
sion entropy” in the human behavior. Finally, the usefulness
of the adaptive parameter-estimation scheme is also demon-
strated through some numerical examples and driving data
analysis.

Fig. 1. Sample model of the single-output PrARX model with three modes.

II. PrARX MODEL

A. Definition of the Model

We propose a PrARX model wherein the multiple ARX
models are composed of the probabilistic weighting functions.
The PrARX model is defined by the following form:

yk = fPrARX(rk) + ek (1)

where k≥0 denotes the sampling index,y∈R
q is the output var-

iable, and ek is an error term. rk is a regressor vector defined by

rk =
[
yT
k−1 . . . yT

k−na
uT
k−1 . . . uT

k−nb

]T
(2)

where rk ∈ R
n, with n = p · na + q · nb, and u ∈ R

p is the
input variable. na and nb are the orders of the ARX model.
fPrARX(rk) is a function of the following form:

fPrARX(rk) =

s∑
i=1

Piθ
T
i ϕk (3)

where ϕk = [rTk 1]T ∈ R
n+1. θi ∈ R

(n+1)×q (i = 1, . . . , s) is
an unknown parameter matrix of each mode. s is the number of
modes and is supposed to be known. Pi denotes the probability
that the corresponding regressor vector rk belongs to the mode
i and is given by the softmax function as follows:

Pi =
exp

(
ηT
i ϕk

)
∑s

j=1 exp
(
ηT
j ϕk

)
ηs =0 (4)

where ηi (i = 1, . . . , s− 1) is an unknown parameter that
characterizes the probabilistic partition between regions corre-
sponding to each mode.

The sample model is shown in Fig. 1. This model is the
single-output PrARX model with three modes. The model
parameters are given by

θ1 = [0.5 − 5]T

θ2 = [−0.1 3]T

θ3 = [−0.4 15]T

η1 = [−3 45]T

η2 = [−1.5 30]T

η3 = [0 0]T . (5)
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It can be seen that the three ARX models are smoothly con-
nected at u = 10 and 20. These connecting points, i.e., the par-
titions, can be calculated from the η1 and η2 (see Section II-C).

B. Identification Algorithm

To identify the parameters in the PrARX model, the steepest
descent method is used. The cost function is defined as the
square norm of the output error as follows:

ε =
1
N

N∑
k=1

‖ek‖2 =
1
N

N∑
k=1

eTk ek (6)

where N is the number of data. Then, the partial differentiation
of the objective function is given as follows:

∂ε

∂θi
= − 1

N

N∑
k=1

2Piϕke
T
k (7)

∂ε

∂ηi

= − 1
N

N∑
k=1

2Piϕke
T
k (θiϕk − fPrARX(rk)) . (8)

The minimization of the cost function is obtained by updating
the parameters in the steepest descent direction as follows:

θ
(t+1)
i =θ

(t)
i −α

∂ε(t)

∂θ
(t)
i

(9)

η
(t+1)
i =η

(t)
i − β

∂ε(t)

∂η
(t)
i

(10)

where θ
(t)
i , η

(t)
i , and ε(t) are updated parameters and the

cost functions at the tth iteration. α and β are small positive
numbers.

Remark 2.1: The parameters θi in the ARX models and
ηi in the partitions of the regions (softmax function) can be
simultaneously optimized by the single optimization.

Remark 2.2: The amount of computation in (7) and (8)
grows in proportion to the number of data N (neither expo-
nential nor polynomial order).

Remark 2.3: Although the parameter-estimation results are
affected by the setting of the initial parameter, several offline
identification schemes such as a clustering-based approach
[14], [15] can be exploited to specify the good initial parameter
in the estimation algorithm.

C. Transformation to the PWARX Model

The proposed PrARX model can be easily transformed to
the corresponding PWARX model with complete partition. The
transformation rule from the PrARX model to the PWARX
model is discussed here.

1) PWARX Model: The PWARX model is defined by the
following form:

yk = fPWARX(rk) + ek. (11)

fPWARX(rk) is a PWA function of the following form:

fPWARX(rk) =

⎧⎪⎨
⎪⎩

θT
1 ϕk if rk ∈ R1

...
...

θT
s ϕk if rk ∈ Rs

(12)

where {Ri}si=1 gives a complete partition of the regressor
domain R ⊆ R

n. Each region Ri is a convex polyhedron
described by

Ri =
{
r ∈ R

n : Hiϕ �[i] 0
}

(13)

where Hi is a matrix that defines the partition {Ri}si=1.
The symbol �[i] denotes a vector whose elements can be the
symbols ≤ or <.

2) Transformation to PWARX from the PrARX Model: Con-
sider the assignment of each rk to the mode i using the
following rule:

rk ∈ Ri i = argmax
i=1,...,s

Pi. (14)

This mode assignment implies that the {Ri}si=1 is represented
by using ηi values as follows:

Ri =
{
r ∈ R

n : Hiϕ �[i] 0
}

(15)

Hi = [(η1 − ηi) · · · (ηs − ηi)]
T . (16)

Theorem 2.1: {Ri}si=1 given by (15) and (16) is a complete
partition of Rn, i.e.,

R1 ∪ · · · ∪ Rs = R
n (17)

Rl ∩Rm = φ ∀l, ∀m, l �= m. (18)

Proof: Pi can be calculated for any r ∈ R
n by (4). r

always belongs to one of the areas {R}si=1. Therefore, R1 ∪
· · · ∪ Rs = R

n is obvious.
Next, consider the intersection Rl ∩Rm for any l and m,

i.e.,

H l = [(η1 − ηl) · · · (ηm − ηl) · · · (ηs − ηl))]
T (19)

Hm = [(η1 − ηm) · · · (ηl − ηm) · · · (ηs − ηm))]T . (20)

For H l and Hm{
(ηm − ηl)

Tϕ ≤ 0
}
∩
{
(ηl − ηm)Tϕ ≤ 0

}
= φ (21)

always holds. Therefore

Rl ∩Rm = φ. (22)

As the consequence, {Ri}si=1 is the complete partition of
the R

n. �
Due to this theorem, the PrARX model can be directly

transformed into the PWARX model by simply applying (16)
to the identified PrARX model. Note that no transformation is
necessary for θi values.

D. Numerical Experiments

1) Example 1: Let the data {(uk−1, yk)}100k=1 be generated
by a system given by

yk = fPrARX(uk−1) + ek
θ1 = [1 − 0.5]T

θ2 = [−2 1.5]T

η1 = [−20 10]T

η2 = [0 0]T (23)
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Fig. 2. Identification of the PrARX model with two modes. True ARX models
(black solid lines), an identified PrARX model (blue solid line), identified ARX
models (red dashed lines), mode partition (vertical black dashed line), and the
data set used for identification are shown.

where ek is a sequence of the normally distributed random
numbers with zero mean and variance σ2

e = 0.025. In Fig. 2,
two true ARX models (depicted by two red dashed lines), the
identified model (depicted by a blue solid line), and the data set
used for the identification (depicted by “ + ” marks) are shown.
The partition among modes is also designated by the vertical
black dashed line. The estimated parameters are

θ1 = [0.98 − 0.51]T , θ2 = [−1.76 1.30]T

η1 = [−28.1 12.9]T , η2 = [0 0]T .

From this example, it can be confirmed that the identification of
the PrARX model works well. Then, by applying the rule (16),
we get

H1 =
[
[0 0]T [28.1 − 12.9]T

]T
(24)

H2 =
[
[−28.1 12.9]T [0 0]T

]T
. (25)

Therefore, the deterministic partition between modes 1 and 2 is
given by

[−28.1 12.9 ]

[
uk−1

1

]
= 0. (26)

(In this example, the partition is specified only by the η1.)
2) Example 2: Let the data {(uk−1, yk)}300k=1 be generated

by a system given by

yk = fPrARX(uk−1) + ek

θ1 = [1 − 0.5]T

θ2 = [−1.5 0.5]T

θ3 = [1 − 0.5]T

η1 = [120 60]T

η2 = [−60 40]T

η3 = [0 0]T (27)

Fig. 3. Identification of the PrARX model with three modes wherein two
modes have the same ARX parameters. True ARX models (black solid lines),
identified PrARX models (blue solid line), identified ARX models (red dashed
lines), mode partition (vertical black dashed line), and the data set used for
identification are shown.

where ek is a sequence of the normally distributed random
numbers with zero mean and a variance σ2

e = 0.025. In this ex-
ample, although modes 1 and 3 have the same ARX parameters
θi, they are expressed as the different modes because they are
located on different regions. The region of mode 2 is located
between the regions of modes 1 and 3. The true model, the
identified model, and the data set used for identification are
shown in Fig. 3. From this figure, it can be confirmed that
modes 1 and 3 can be successfully identified as the different
modes. The estimated parameters are

θ1 = [1.20 − 0.53]T

θ2 = [−1.36 0.42]T

θ3 = [1.18 − 0.66]T

η1 = [−133.6 74.9]T

η2 = [−78.8 52.8]T

η3 = [0 0]T . (28)

Then, by applying (16), we get

H1 =
[
[0 0]T [54.8 − 22.1]T [133.6 − 74.9]T

]T
(29)

H2 =
[
[−54.8 22.1]T [0 0]T [78.8 − 52.8]T

]T
(30)

H3 =
[
[−133.6 74.9]T [−78.8 52.8]T [0 0]T

]T
. (31)

Therefore, the deterministic partition between modes 1 and 2 is
given by

[ 54.8 −22.1 ]

[
uk−1

1

]
= 0. (32)

Similarly, the partition between modes 2 and 3 is given by

[ 78.8 − 52.8 ]

[
uk−1

1

]
= 0. (33)
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Fig. 4. Identified partitions and classification of data. (©, ×, and � represent
the data points assigned to modes 1, 2, and 3, respectively.)

3) Example 3: Let the data {(u1,k−1, u2,k−1, yk)}500k=1 be
generated by a system given by

yk = fPrARX

(
[u1,k−1, u2,k−1]

T
)
+ ek

θ1 = [5 − 4 − 3]T

θ2 = [6 3 − 6]T

θ3 = [−3 5 0]T

η1 = [−30 0 15]T

η2 = [−15 − 15 15]T

η3 = [0 0 0]T (34)

where ek is a sequence of the normally distributed random num-
bers with zero mean and variance σ2

e = 0.025. The estimated
parameters are

θ1 = [3.98 − 4.23 − 2.729]T

θ2 = [6.18 1.78 − 6.00]T

θ3 = [−3.46 4.84 0.50]T

η1 = [−23.95 0.42 11.42]T

η2 = [−11.48 − 10.56 11.24]T

η3 = [0 0 0]T . (35)

The parameters in the hyperplane in the corresponding PWARX
model are obtained from ηi by applying (16), similar to exam-
ples 1 and 2. The obtained hyperplane parameters are

H1 =

⎡
⎣ 0 0 0

12.47 −10.98 −0.18
23.95 −0.42 −11.42

⎤
⎦ (36)

H2 =

⎡
⎣−12.47 10.98 0.18

0 0 0
11.48 10.56 −11.24

⎤
⎦ (37)

H3 =

⎡
⎣−23.95 0.42 11.42
−11.48 −10.56 11.24

0 0 0

⎤
⎦ . (38)

The data set used for identification and the partitions calculated
from estimated ηi values are shown in Fig. 4. In Fig. 4, ©, ×,
and  represent modes 1, 2, and 3, respectively, assigned to

Fig. 5. Illustration of data length τ .

data by applying (14). In addition, the partitions among modes
are shown by a black solid line in the figure. From this figure, it
can be confirmed that the complete partition is realized.

E. Adaptive Parameter Estimation of the PrARX Model

The parameter-estimation method for the PrARX model
presented earlier is an offline method, i.e., enough input/output
data are collected first, and then the parameters are estimated.
In application to human behavior modeling, however, the be-
havioral characteristics of the motion control and the decision-
making may vary due to the effect of accommodation with the
task, slight change of the interface, and the driver’s fatigue. For
the realization of a system that better assists drivers based on
the driving behavior model, an adaptive parameter-estimation
scheme that can deal with such change of the behavior should
be exploited. Here, the adaptive parameter-estimation method
for the PrARX model is developed. As described earlier, the
optimal parameters of the PrARX model can be estimated in
the steepest descent manner by sufficiently using many initial
parameters. In the case of online estimation, however, the pa-
rameters must be updated within the allotted computation time.
Thus, it is almost impossible to test many initial parameters
at every sampling instant to obtain the globally optimal set of
parameters.

To relax the problem, we make an assumption that hu-
man driving behavior does not exhibit an abrupt change in
its dynamical characteristics, i.e., it changes gradually with
sufficiently slow speed. This assumption justifies the use of the
optimal parameters obtained at the kth sampling instant as the
initial parameters for the (k + 1)th sampling instant. In this
way, we can track the change of the model parameters under
strict time constraints.

1) Procedure of Adaptive Estimation: The adaptive param-
eter estimation is executed in the following procedure (see
Fig. 5). Here, the estimated model parameters at the kth sam-
pling instant are denoted by θk and ηk.

Step 1: Set k to be 0, and set initial estimated parameters to
be θ0 and η0.

Step 2: Acquire τ steps of input/output data φk−τ , . . . , φk,
where τ denotes the length of data used for parame-
ter estimation.



OKUDA et al.: MODELING AND ANALYSIS OF DRIVING BEHAVIOR BASED ON A PrARX MODEL 103

Fig. 6. Profiles of parameters in the test model.

Fig. 7. Output signal of the test model (plotted in red when P1(φk) ≥
P2(φk) and in blue if otherwise).

Step 3: Using τ steps of data, estimate optimal parameters
θk+1 and ηk+1 by using (9) and (10) with setting N
to be τ . The initial estimated parameters are set to be
θk and ηk. Note that the number of iterations in (9)
and (10) is restricted to 200 in the adaptive version
due to the strict time constraints. (The sampling
interval is set to be 200 ms in our application to the
driving data.)

Step 4: Increase k by 1, and go to step 2.

2) Numerical Example: Here, the proposed method is ver-
ified using data generated by an artificial model (see Fig. 6)
whose pattern of parameter change is known. Test data are
generated by

φk = [uk 1 ]T

uk = sin

(
k

50
π

)

yk =
2∑

i=1

Pi(φk)θ
T
i,kφk (39)

where the input signal is given by a sinusoidal signal. θi,k de-
notes the parameter of the ith mode at the kth sampling instant.
The profiles of time-varying parameters θ and η are shown
in Fig. 6 and the output signal is shown in Fig. 7. Here, the

Fig. 8. Profiles of identified and true parameters (τ = 1).

output yk is plotted in red when P1(φk) ≥ P2(φk) and in blue if
otherwise. These colors represent modes 1 and 2, respectively.

We have analyzed the online estimation under three different
conditions of τ = 1, 50, and 100. Figs. 8–10 show the time
series of true (blue) and estimated (red) parameters. Figs. 11–13
show the time series of the output error of the estimated models.
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Fig. 9. Profiles of identified and true parameters (τ = 50).

As shown in Fig. 8, the proposed estimation is not able to follow
the change of the true parameters in the case of τ = 1. In partic-
ular, the estimated value of the mode segmentation parameter η
remains almost unchanged. In the case of τ = 50, on the other
hand, the adaptive method is able to follow the change of the
true parameters, as shown in Fig. 9. In the case of τ = 100, the
adaptive method is mostly able to follow the true parameters but
with a slightly worse accuracy value than the case of τ = 50.

Next, the results are compared in terms of the output error,
i.e., the difference between the output of the original true
model and that of the identified model. In the case of τ = 1,
a large output error is observed, particularly when the mode
transition occurs. This is because τ is too small to acquire
enough information on the mode switching, which is necessary
for estimating η. In the case of τ = 100, the result shows
larger output error compared with the case of τ = 50. This is
also emphasized when θ is changing. This happens because
the value of τ is so large that the estimated parameters are
influenced by data in the past.

Finally, other different values of τ are compared in terms
of the mean square error of the model output and the model

Fig. 10. Profiles of identified and true parameters (τ = 100).

Fig. 11. Profile of output error (τ = 1).

parameters. The results are summarized in Figs. 14 and 15. As
shown in Fig. 14, the output error becomes the smallest when
τ = 10. This result shows that the smaller the data length is, the
more accurately the model reproduces the original data unless
τ takes an excessively small value such as τ = 1. Fig. 15, on
the other hand, shows that the mean square error between the
estimated and the true parameters becomes the smallest when
τ = 60. As the reason for this, it can be pointed out that the in-
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Fig. 12. Profile of output error (τ = 50).

Fig. 13. Profile of output error (τ = 100).

Fig. 14. Mean square error of outputs for various τ

terval of mode transition for the true parameters is 50–60 steps
(see Fig. 7). From these discussions, we can conclude that the
data length τ should be set as small as possible under the
condition that it is greater than the average period of mode
transition.

III. ANALYSIS AND MODELING OF DRIVING BEHAVIOR

Human behavior can be considered to consist of the function
of decision-making and motion control. The former can be
characterized by logical switching, whereas the latter can be
described by continuous dynamics. Therefore, by applying the
hybrid system identification to the human behavioral data,
it is expected to simultaneously extract the decision-making
and motion-control aspects from the observed behavioral data.

Fig. 15. Mean square error of parameters for various τ .

Fig. 16. Velocity pattern of a leading vehicle.

Here, the proposed PrARX model is applied to the analysis
of the driving behavioral data. The estimated θ and η in the
identified PrARX model are expected to represent the motion-
control and decision-making aspects of the driver, respectively.
The usefulness of the proposed PrARX model is also verified.

A. Acquisition of Driving Data

The driving data are acquired though a driving simulator that
provides an immersive environment. In this paper, we focus
on the driver’s vehicle-following task on an expressway. The
leading vehicle departs 30[m] ahead and runs at a velocity
pattern shown in Fig. 16. All drivers are instructed to follow
the leading car in their usual manner. The view from the driver
is shown in Fig. 17.

B. Definition of Driver Input and Output

The driver’s input and output variables are defined as follows:

Input variables

• u1: Risk-feeling index KdB
• u2: Range (relative distance between cars) [m]
• u3: Range rate (relative velocity between cars) [m/s]

Output variable

• y: Acceleration [m/s2]
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Fig. 17. Driver’s view in the driving simulator.

Fig. 18. Mode-segmentation result of the vehicle-following task (driver A;
two-mode model, KdB–acceleration).

KdB is a risk-feeling index defined as the logarithm of the
time derivative of the leading vehicle’s back area projected onto
the driver’s retina [19]. The KdB can be expressed by using u2

and u3 as follows:

u1 =

⎧⎨
⎩

10 × log(−κ), if κ < −1
−10 × log(κ), if κ > 1
0, if −1 ≤ κ ≤ 1

(40)

where κ is defined by

κ = 4 × 107 × u3

u2
3
. (41)

Intuitively speaking, the larger the KdB is, the more dangerous
a situation the driver faces. All variables are normalized before
identification. The number of modes is set to be 2. Since
we consider first-order dynamics as the controller model, the
regressor vector rk is defined as follows:

rk = [yk−1 u1,k−1 u2,k−1 u3,k−1]
T . (42)

C. Modeling Results

1) Mode-Segmentation Results: First, the driver model is
identified by using 2434 points of data. The mode-segmentation
results in the KdB–acceleration space in the case of the two-
mode modeling of the drivers A and B are shown in Figs. 18
and 19, respectively. In these figures, the red and blue markers
show the corresponding modes. (The color is changed gradually
based on probability.) The dangerous region, where the range

Fig. 19. Mode-segmentation result of vehicle-following task (driver B; two-
mode model, KdB–acceleration).

Fig. 20. Mode segmentation result of the vehicle-following task (driver A;
two-mode model, range–range rate).

Fig. 21. Mode-segmentation result of the vehicle-following task (driver B,
two-mode model, range–range rate).

is small and the range rate is largely negative, is indicated by
the red mode. Figs. 20 and 21 show the mode-segmentation
results in the range–range rate space. In addition, Figs. 22
and 23 show the mode-segmentation results in the KdB–range
space. In these figures, we can see that the braking operation is
activated many times in the red mode, and that the red mode
appears on the region where the KdB is large. This implies
that the KdB strongly affects the mode segmentation, i.e., the
decision-making of the driver. This point can also be verified
by investigating the magnitude of the parameters η1, which
is addressed in Section III-C3. In addition, the three-mode
model and the four-mode model are applied to the same data.
Fig. 24 shows the mean square error for various models. From
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Fig. 22. Mode-segmentation result of the vehicle-following task (driver A;
two-mode model, KdB–range).

Fig. 23. Mode-segmentation result of the vehicle-following task (driver B;
two mode model, KdB–range).

Fig. 24. Mean square error for various number of modes.

this figure, the mean square error of the two-mode model is
similar to that of the three-mode mode model and that of the
four-mode model. Generally speaking, it is desirable that the
number of modes is as small as possible from the viewpoint
of computational complexity. In addition, the difference of the
mean square error between the single-mode model and the two-
mode model is much larger than that between the two-mode
model and the three-mode model. Therefore, we can conclude
that the optimal number of the modes is two. In the remaining
part of this paper, the two-mode model is analyzed.

TABLE I
IDENTIFIED PARAMETERS θi

TABLE II
IDENTIFIED PARAMETERS η1

2) Identified Parameters θi: The identified θi values in the
PrARX model are shown in Table I. In this table, modes 1 and
2 mean the red and blue modes in Figs. 20 and 21, respectively.
The coefficient of the autoregressive term θi1 takes a smaller
value in mode 2 than in mode 1. This implies that the driver
shows faster dynamics in mode 2 than in mode 1. In addition,
the other parameters θi2, θi3, and θi4 tend to be larger in mode
1 than in mode 2. This implies that the driver uses higher gain
feedback control in mode 1.

3) Identified Parameters η1: The identified η1 values in
the PrARX model are shown in Table II. Note that η2 = 0
according to definition of the PrARX model. The probability
that the rk belongs to the corresponding mode can be calculated
by these parameters. The matrix Hi that specifies the region of
each mode are calculated by using (16) and is given by

H1 =

[
(η1 − η1)
(η2 − η1)

]
=

[
0

−η1

]
(43)

H2 =

[
(η1 − η2)
(η2 − η2)

]
=

[
η1

0

]
. (44)

Then, the deterministic partition between modes 1 and 2 is
given by

ηT
1 ϕ = 0. (45)

Therefore, the large element in the η indicates that it strongly
affects the partition between modes, i.e., the driver’s decision-
making. In Table II, it can be seen that the KdB and the
range rate have strong influences on the decision-making of
the driver A. Similarly, the KdB and the range have a
strong influence on the decision-making of driver B. Generally
speaking, the KdB has the strong influence on the decision-
making. The parameter η1 can be an important feature value
to design the assisting system that accommodates with each
driver’s personality.
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TABLE III
COMPARISON OF MEAN SQUARE ERROR

Fig. 25. Comparison of the calculated closed-loop behavior (blue solid lines)
with the observed behavior (red dashed lines).

4) Modeling Accuracy: The output error of the PrARX
model is compared with that of the PWARX model, which
is identified by using the clustering-based approach [14]. The
mean square errors are shown in Table III. In this table,
the PrARX model shows better modeling accuracy than the
PWARX model.

5) Verification by Closed-Loop Behavior: Next, the mod-
eling accuracy of the identified model is verified again by
calculating the closed-loop behavior wherein the identified
driver model is embedded together with the vehicle model. This
verification is carried out by the following procedure.

Step 1: States (positions, velocity, and acceleration of the
own car and the leading car) are initialized.

Step 2: The input data of the driver model (KdB, range, and
range rate) are calculated based on the states.

Step 3: The output (acceleration of own car) is calculated
using the identified driver model.

Step 4: The states of the cars are updated based on the
vehicle model with the obtained acceleration and the
velocity pattern of the leading car.

Step 5: Go to Step 2.

We could verify that the car kept following the leading car
without any collision with the leading car or getting far from the
leading car. Enlarged profiles of the comparison between the
calculated closed-loop behavior using the driver model (blue
solid line) and the observed behavior (red dashed line) are
shown in Fig. 25. It is found that the closed-loop behavior
and the observed behavior agrees well with each other in these
figures. In particular, we can find the coincidence of the changes
of the acceleration in both drivers. Thus, it is confirmed that the
original behavior is well reproduced by the identified model.

TABLE IV
DECISION ENTROPY

Fig. 26. Procedure of the experiment.

D. Decision Entropy

By using the PrARX model, the “decision entropy” can
be defined, which is a quantitative measure to evaluate the
vagueness of the decision-making. Decision entropy is defined
as follows:

H(Pi) =

∫
r∈DH

s∑
i=1

Pi log(Pi) dr (46)

where DH is the region of the collected regressor vector.
The larger the decision entropy is, the more the vagueness
in the decision-making is. The calculated decision entropy
of drivers A and B is shown in Table IV. In this table, the
decision entropy of driver A is less than that of driver B.
This implies that the decision-making of driver B is more
unclear than that of driver A. This can also be verified by
comparing Figs. 20 and 21. The unclear region (between the
red mode and the blue mode) of driver B is larger than that of
driver A.

E. Adaptive Parameter Estimation

1) Procedure of the Experiment: The proposed adaptive
estimation scheme is verified by the following procedure (see
also Fig. 26).

Step 1: Each driver executes the vehicle-following task in
two successive trials, with 10 min per trial. The data
set acquired in the first and second trials are denoted
by E-1 and E-2, respectively.

Step 2: Using E-1, model parameters are estimated using
offline estimation and denoted by θini and ηini.

Step 3: Apply the online estimation method to the data set
E-2, using θini and ηini as the initial parameters.

Step 4: Compare the modeling accuracy of the online-
estimated model with that of the fixed-parameter
model whose parameters are fixed in θini and ηini.
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Fig. 27. Time-series data in the E-1 of driver A together with mode
segmentation.

Fig. 28. Mode segmentation as a result of offline estimation (driver A).

Fig. 27 shows the time series data together with the estimated
mode (designated by color) in the E-1 (offline estimation) of
the driver A. In Fig. 27, we can see that the mode transition
between modes 1 and 2 occurs approximately every 40 s, which
corresponds to 200 steps. Therefore, based on the discussion
in Section II-E, we set the data length of the online estima-
tion, which is the variable parameter depending on the driving
situation to be τ = 200. The duration τ should be decided
considering the speed of the environment dynamics, such as
the velocity profile of the leading car. From the application
viewpoint, this duration must be changed according to the
traffic density of the road.

2) Results and Analysis: First, the driver model is identified
by using an offline estimation. The mode segmentation result
in the case of the two-mode modeling of driver A is shown in
Fig. 28. In this figure, the collected driving data are plotted in
the KdB–acceleration space. The colors of each data are defined
according to the mode probability. The meaning of color is the
same as in Figs. 18 and 19.

Next, the data set E-2 of the same driver is analyzed using
online estimation. Figs. 29 and 30 show the mode segmentation
result of the online estimation after 100 and 400 s, respectively.
The profiles of the estimated parameters θ and η are shown
in Figs. 31–33, respectively. When we look at Figs. 29 and
30, we can see that the region of mode 1 shrinks gradually

Fig. 29. Mode segmentation as a result of online estimation (driver A; after
100 s).

Fig. 30. Mode segmentation as a result of online estimation (driver A; after
400 s).

Fig. 31. Profile of identified parameter θ1.

according to the progress of the execution time. The reason for
this shrinking is considered to be that the driver can adapt to
both the driving situation and the equipment installed in the
driving simulator after a certain time of driving. As a result,
the driver becomes more insensitive to the risk of collision, i.e.,
becomes less likely to switch to the collision-avoidance mode.
This also can be validated by the profiles shown in Figs. 34
and 35, which represent the slope and the constant term of
the separating hyperplane between modes 1 and 2, respectively
(denoted by the green dashed line in Figs. 29 and 30). We can
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Fig. 32. Profile of identified parameter θ2.

Fig. 33. Profile of identified parameter η1.

Fig. 34. Profile of η11/η12.

see that the slope decreases and the constant term increases
according to progress of the time. Note that the small peak
around 1500 steps (300 s) in Fig. 34 is caused by the stop of
the leading vehicle (see also Fig. 16). Although the motion-
control parameter θ sometimes shows an abrupt change due to
the abrupt change of the driving situation (Figs. 31 and 32), the
decision-making parameter η seldom shows a sudden change
even in such a case (see Fig. 33). This coincides well with our
intuitive understanding of the human behavior.

Finally, we compare the adaptive estimation with fixed esti-
mation in terms of modeling accuracy.

Table V shows the comparison of the mean square output
error of the five examinees in the cases of the fixed-parameter

Fig. 35. Profile of η11/η15.

TABLE V
COMPARISON OF OUTPUT ERROR BETWEEN

ADAPTIVE AND FIXED ESTIMATIONS

estimation and the adaptive parameter estimation. In this table,
the adaptive estimation shows better modeling accuracy than
the fixed-parameter model.

Note that in these experiments, the computation time re-
quired for online estimation is shorter than the sampling interval
(200 ms). Therefore, the proposed algorithm can be exploited
for the real-time assisting control.

IV. DISCUSSION

The useful features of the proposed PrARX model are sum-
marized as follows.

• In the understanding of the complex physical phenomena,
such as human behavior or the biological system, the
probabilistic partition may fit well due to the continuity
underlying the original phenomena. In these application
fields, the modeling error tends to be smaller than the
PWARX model that has the deterministic partition since
the PrARX model can represent the composition of sev-
eral modes. Furthermore, the stochastic characteristics of
the partition may represent some important factor in the
original phenomena such as decision entropy.

• The identification scheme of the PrARX model can be
exploited as the identification scheme of the PWARX
model by applying simple transformation rule. From the
viewpoint of the identification strategy of the PWARX
model, the proposed identification scheme can realize the
simultaneous estimation of the parameters in the ARX
models and in the partitions by a single optimization.
Furthermore, the obtained parameters give a complete
partition.

• Due to the simple parameter-estimation algorithm with
small computational cost, it can be easily extended to the
adaptive parameter-estimation scheme, which can update
the estimated parameters online. As a result, the model can
adapt to changes in the driving characteristics.



OKUDA et al.: MODELING AND ANALYSIS OF DRIVING BEHAVIOR BASED ON A PrARX MODEL 111

V. CONCLUSION

In this paper, we have proposed a PrARX model wherein
the multiple ARX models are composed by the probabilistic
weighting functions. As the probabilistic weighting function,
the “softmax” function was exploited. Then, the parameter-
estimation problem for the proposed model was formulated
as a single optimization problem, and the estimation algo-
rithm was derived. Since the PrARX model can represent
both motion control and decision-making aspects in human
driving behavior, it can be one of the promising mathematical
driving behavior models. Through application of the vehicle-
following behavior, the risk-feeling factor has been found to
play an essential role in a driver’s decision-making to switch the
control law from the following mode to the collision-avoidance
mode. In addition, decision entropy that represents the vague-
ness of the human driver has been quantitatively defined. This
measure can reflect the performance of the human driver from
the viewpoint of the decision-making.

The most promising application of the proposed driving
behavior model is a systematic design of the personalized
driver-assisting system. Due to the explicit representation of
both motion control and decision-making aspects in the PrARX
model, it leads to the development of a so-called model predic-
tive control, wherein the driving behavior model of individual
drivers is explicitly included. In addition, there are many de-
mands for the quantitative evaluation of the decision-making of
the driver. The typical application is to test the human–machine
interface (HMI) in the vehicle. The conventional testing meth-
ods for the HMI (occlusion test and so on) focus only on the
evaluation of the usability of the device itself. The proposed
decision entropy will provide us with a new index for the
evaluation of the HMI from the viewpoint of safe driving.

Furthermore, the online parameter-estimation method for
the PrARX model has been developed to overcome the prob-
lem that the dynamical characteristics of the driving behavior
changes. The proposed online scheme has been developed
based on an assumption that human driving behavior gradu-
ally changes with a sufficiently slow speed. This assumption,
however, seems quite reasonable because it is likely that the dy-
namic characteristics of the human driving behavior discontin-
uously and instantaneously change in the safe-driving situation.
The proposed method has also been applied to the modeling of
the vehicle-following behavior, and it has been found that the
driver’s risk feeling goes down as time progresses. This was
most likely caused by the accommodation of the driver with the
driving situation.

Generally speaking, it seems to be quite difficult to collect
enough driving data in advance. The proposed framework can
overcome this problem by adapting the initial parameters of
the model to the updated data set in real time. This advan-
tage also gives us a solution for capturing the change of
the driving characteristics of the driver caused by the driv-
ing experience and/or the fatigue by long driving. In other
words, the proposed model can be used as a kind of sensor
to detect the driver’s internal state by looking at the change
of the parameters of the identified model in real time. This
“virtual sensor” will be exploited for the design of the warning

system to prevent the accident caused by drowsiness and/or
distraction.
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