
IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 8, NO. 4, DECEMBER 2007 593

Modeling and Recognition of Driving Behavior
Based on Stochastic Switched ARX Model
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Abstract—This paper presents the development of the modeling
and recognition of human driving behavior based on a stochas-
tic switched autoregressive exogenous (SS-ARX) model. First,
a parameter estimation algorithm for the SS-ARX model with
multiple measured input–output sequences is developed based on
the expectation–maximization algorithm. This can be achieved by
extending the parameter estimation technique for the conventional
hidden Markov model. Second, the developed parameter estima-
tion algorithm is applied to driving data with the focus being
on driver’s collision avoidance behavior. The driving data were
collected using a driving simulator based on the cave automatic
virtual environment, which is a stereoscopic immersive virtual
reality system. Then, the parameter set for each driver is obtained,
and certain driving characteristics are identified from the view-
point of switched control mechanism. Finally, the performance
of the SS-ARX model as a behavior recognizer is examined. The
results show that the SS-ARX model holds remarkable potential
to function as a behavior recognizer.

Index Terms—Behavior recognition, driving behavior,
expectation–maximization (EM) algorithm, hidden Markov
model (HMM), stochastic switched autoregressive exogenous
(SS-ARX) model.

I. INTRODUCTION

R ECENTLY, the demand for vehicle control systems is
shifting from the realization of high-performance vehicles

to the development of human-friendly vehicle control systems.
This implies that the emphasis is shifting toward design and
manufacturing vehicles that meet each customer’s specific re-
quirements. Although considered important, this matter has not
yet been addressed entirely due to the wide variety of customer
demands. To formally address this problem, it is necessary
to develop a mathematical model of the driving behavior of
different drivers and to exploit it to design a control system.
This viewpoint is of particular importance when the vehicle is
to be driven by the elderly and/or the disabled.
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Due to the aforementioned circumstances, driving behavior
modeling has attracted much attention from several researchers
[1]–[4], [8], [9]. In order to model driving behavior, the con-
ventional techniques such as the nonlinear regression models,
neural networks (NNs), and fuzzy systems have been used
[5], [6]. The usage of these techniques, however, poses certain
problems. 1) The obtained model is often too complicated, and
2) this, in turn, makes it impossible to understand the physical
meanings of the driver’s maneuver. When we consider driving
behavior, it is often found that a driver appropriately switches
between certain simple primitive skills instead of adopting a
complex nonlinear control law. This switching between prim-
itive skills can be attributed to the driver’s decision-making
process. This consideration strongly motivates us to model
the human driving behavior as a hybrid dynamical system
(HDS) [10]–[12]. HDSs comprise both continuous dynamics
and discrete mode changes. The former are typically associated
with differential (or difference) equations and the latter with
automata, logic, etc. By regarding the driver’s primitive skills
and switching scenario as the continuous and discrete parts of
an HDS, respectively, the understanding of the human driving
behavior can be recast as a parameter estimation problem in
the HDS framework. In the control and computer science com-
munities, many studies have reported the expression, stability
analysis, control, verification, and identification [13], [14] of
the HDSs. However, the application of the HDS model to the
analysis of human behavior has not yet been fully discussed.

HDSs can be broadly classified into two classes: HDSs
wherein the transition between discrete states (modes) is spec-
ified in terms of deterministic logic and HDSs wherein this
transition is specified by transition probabilities. In [8] and
[9], we applied the HDS with deterministic mode change to
the modeling of driving behavior. Although this paper could
capture the motion and decision-making aspects of human
behavior, it is not considered suitable for real-time behav-
ior recognition due to its high computational cost. This is
because mixed integer programming and the data clustering
technique were used for the parameter estimation in [8] and [9],
respectively.

In this paper, a stochastic switched autoregressive exogenous
(SS-ARX) model, which is an HDS model with stochastic mode
change, is proposed and applied to human behavior modeling.
The proposed model can be regarded as a natural extension
of the standard hidden Markov model (HMM) [15], [16],
wherein different models are allocated to each discrete state
of the HMM. Furthermore, a concrete parameter estimation
algorithm is derived based on the expectation–maximization
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(EM) algorithm. Due to the similarity between behavioral data
and speech signals, it is considered that the SS-ARX model
holds remarkable potential to function as a robust behavior
recognizer. The significant advantages of using SS-ARX as a
behavior model are described as follows. 1) It can calculate be-
havior likelihood with reasonable computational cost. 2) It can
explicitly capture the mathematical relationship between the
input and output signals of human behavior in each discrete
state (mode), which cannot be realized in a standard HMM
application [16]. 3) It can express the stochastic nature inherent
in human behavior.

As a typical application, we focus on the driver’s collision
avoidance behavior, and the proposed model and parameter
estimation technique is applied. The driving data are collected
using a 3-D driving simulator (DS) based on the cave automatic
virtual environment (CAVE), which can provide stereoscopic
immersive vision [7]. In the proposed modeling technique, the
SS-ARX model expresses the relationship between sensory
information (such as the distance between cars, range rate,
and lateral displacement between cars) and driver output (such
as steering amount). Finally, the performance of the SS-ARX
model as a behavior recognizer is demonstrated through certain
experimental results.

This paper is organized as follows: The ARX model is briefly
reviewed in Section II. The parameter estimation technique for
the SS-ARX model is introduced in Section III. The configu-
ration of the developed DS based on the CAVE is introduced
in Section IV, along with the scenario of the examination
conducted in this paper. The modeling and recognition results
are shown in Sections V and VI, respectively.

II. BRIEF REVIEW OF THE ARX MODEL

This section provides a brief review of the conventional ARX
model, which is the predecessor of the SS-ARX model.

The standard ARX model is described by the following
differential equations:

yt = c1yt−1 + c1yt−2 + · · · + cnyt−n

+ d0ut + d1ut−1 + · · · + dmut−m + et (1)

where yt and ut are the output and input of the system at time
t. They are assumed to be scalar-valued signals. Note that this
assumption will be eliminated in Section III-D. Furthermore, n
and m are the orders of the ARX model, and c1, c2, . . . , cn,
d0, d1, . . . , dm are the parameters. et is referred to as the
equation error and is considered to exhibit Gaussian distribution
with variance σ.

By using the following vector form:

θ = (c1, c2, . . . , cn, d0, d1, . . . , dm)T (2)

ψt = (yt−1, yt−2, . . . , yt−n, ut, ut−1, . . . , ut−m)T (3)

(1) is rewritten as follows:

yt = θTψt + et. (4)

Fig. 1. SS-ARX model (three states).

III. PARAMETER ESTIMATION FOR THE SS-ARX MODEL

The SS-ARX model is defined as the system in which an
ARX model is switched to another based on the state transition
probability, as shown in Fig. 1. It can be regarded as the com-
bination of several ARX models and HMM. The parameters of
the ARX model assigned to a discrete state Si are designated
by subscript i.

A. Parameters of the SS-ARX Model

The parameters of the SS-ARX model are specified as
follows:

1) set of discrete states S[= Si, (i = 0, 1, . . . , N)];
2) aij : state transition probability (i = 0, 1, . . . , N ; j =

0, 1, . . . , N);
3) πi: initial state probability (i = 0, 1, . . . , N);
4) θi: parameters of the ARX model assigned to Si(i =

0, 1, 2, . . . , N);
5) σi: variance in the equation error in the ARX model

assigned to Si(i = 0, 1, 2, . . . , N).
N + 1 denotes the number of discrete states. In the subse-

quent sections, we denote the set of parameters in the SS-ARX
model by λ = (πi, aij ,θi, σi).

B. Definition of the Measured Signal and Three
Fundamental Problems

To address the three problems stated later in this section, the
measured signal and its occurrence probability are defined for
the SS-ARX model as follows: First, a measured signal ot at
time t is defined as the combination of the output yt and the
regressor ψt, i.e., ot = (yt,ψt). Subsequently, its occurrence
probability bi(ot) is defined by assuming the Gaussian distrib-
ution of the equation error and is given by

bi(ot) =
1√

2πσi

exp

{
−

(
θT

i ψt − yt

)2

2σ2
i

}
. (5)

Based on these definitions, the following three fundamental
problems can be addressed for the SS-ARX model:

1) Evaluation problem
In the evaluation problem, the probability that the

measured signal sequence O = (o0, o1, . . . , ot, . . . , oT )
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originates from the model λ = (πi, aij ,θi, σi) is calcu-
lated. This problem can be solved by applying the forward
algorithm [15].

2) Decoding problem
In the decoding problem, the most likely underlying

state sequence s = (s0, s1, . . . , st, . . . , sT ) yielding the
measured signal sequence O = (o0, o1, . . . , ot, . . . , oT )
is found for the model λ = (πi, aij ,θi, σi) and measured
signal sequence O. This state estimation can be realized
by applying the Viterbi algorithm [15].

3) Estimation problem
In the estimation problem, the model parameter

λ = (πi, aij ,θi, σi), providing the highest occurrence
probability for the measured signal sequence O =
(o0, o1, . . . , ot, . . . , oT ), is estimated.

The solution for problems 1) and 2) are identical to that
for the standard HMM. However, the parameter estimation
algorithm for the SS-ARX model requires some extension
to the one for the standard HMM. In the following section,
a concrete parameter estimation algorithm for the SS-ARX
model is derived.

C. Parameter Estimation

Here, we assume that L measured signal sequences are
collected for the parameter estimation of the SS-ARX model.
1) EM Algorithm: First, we consider an immeasurable

state sequence s = (s0, s1, . . . , st, . . . , sT ) and measurable
signal sequences Ol = (ol,0, ol,1, . . . , ol,t, . . . , ol,T ) (l rep-
resents the index of the measured signal sequence). The
maximization of the likelihood value of the s and Ol,∑L

l=1 L(s,Ol;λ) =
∑L

l=1 P (s,Ol|λ) is achieved using EM
algorithm. The EM algorithm can locally maximize the likeli-
hood value

∑L
l=1 L(s,Ol;λ) =

∑L
l=1 P (s,Ol|λ) by iterative

procedure.
Typically, the EM algorithm attempts to find the parameter

λ′ such that it maximizes the following Q function:

Q(λ, λ′) =
L∑

l=1

E [ log {P (s,Ol|λ′)} |Ol, λ] (6)

=
L∑

l=1

∑
s

P (s|Ol, λ) log {P (s,Ol|λ′)} (7)

by executing following procedures iteratively.
1) Specify the initial parameter λ.
2) Find the λ′ such that it maximizes the Q(λ, λ′).
3) If λ′ = λ, stop, and if λ′ �= λ, substitute λ′ for λ and

go to 2).
2) Parameter Estimation Algorithm: The parameters of the

SS-ARX model before and after the update are considered
to be given by λ = (πi, aij ,θi, σi) and λ′ = (π′

i, a
′
ij ,θ

′
i, σ

′
i),

respectively. From (7)

Q(λ, λ′)=
L∑

l=1

{∑
s

1
P (Ol|λ)

P (s,Ol|λ)×log{P (s,Ol|λ′)}
}
.

(8)

Now, we replace (1/P (O1|λ)), (1/P (O2|λ)), . . . , (1/
P (OL|λ)) in (8) by k1, k2, . . . , kL. Then, the maximization of
Q(λ, λ′) implies the maximization of Q̃(λ, λ′) given by

Q̃(λ, λ′) =
L∑

l=1

{∑
s

klP (s,Ol|λ) log {P (s,Ol|λ′)}
}

. (9)

By using the definition

P (s,Ol|λ) = πs0bs0(ol,0) × as0s1bs1(ol,1)

× as1s2bs2(ol,2) × · · · × asT−1sT
bsT

(ol,T ) (10)

Q̃(λ, λ′) can be decomposed as follows:

Q̃(λ, λ′) = Q̃1(λ, λ′) + Q̃2(λ, λ′) + Q̃3(λ, λ′) (11)

where

Q̃1(λ, λ′) =
L∑

l=1

N∑
s0=0

N∑
s1=0

· · ·
N∑

sT =0

klπs0bs0(ol,0)

× as0s1bs1(ol,1) × · · · × asT−1sT
bsT

(ol,T )

× log
{
π′

s0

}
(12)

Q̃2(λ, λ′) =
L∑

l=1

N∑
s0=0

N∑
s1=0

· · ·
N∑

sT =0

klπs0bs0(ol,0)

× as0s1bs1(ol,1) × · · · × asT−1sT
bsT

(ol,T )

×
T∑

t=1

log
{
a′st−1st

}
(13)

Q̃3(λ, λ′) =
L∑

l=1

N∑
s0=0

N∑
s1=0

· · ·
N∑

sT =0

klπs0bs0(ol,0)

× as0s1bs1(ol,1) × · · · × asT−1sT
bsT

(ol,T )

×
T∑

t=0

log
{
b′st

(ol,t)
}
. (14)

Next, the forward α(l, i, t) and backward β(l, i, t) probabili-
ties are defined as follows:

α(l, i, t)=
N∑

s0=0

N∑
s1=0

· · ·
N∑

st−1=0

πs0bs0(ol,0)

× as0s1bs1(ol,1)× · · · × ast−1st
bst

(ol,t) (15)

β(l, i, t)=
N∑

st+1=0

N∑
st+2=0

· · ·
N∑

sT =0

astst+1bt+1(ol,t+1)

× ast+1st+2bst+2(ol,t+2)× · · · × asT−1sT
bsT

(ol,T )

(16)

where α(l, i, t) is the probability that the SS-ARX model
λ generates the lth measured signal subsequence Ol =
(ol,0, ol,1, . . . , ol,t) until t and reaches Si at t (i.e., st = Si).
Furthermore, β(l, i, t) is the probability that the SS-ARX
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model λ generates the lth measured signal subsequence Ol =
(ol,t+1, ol,t+2, . . . , ol,T ) starting from Si at t (i.e., st = Si) and
reaches the final state at T .

By using (15) and (16), (12)–(14) can be rewritten as follows:

Q̃1(λ, λ′) =
L∑

l=1

N∑
i=0

klπibi(ol,0) log {π′
i}β(l, i, 0) (17)

Q̃2(λ, λ′) =
L∑

l=1

T∑
t=1

N∑
i=0

N∑
j=0

kl log
{
a′ij

}
× α(l, i, t− 1)aijbj(ol,t)β(l, j, t) (18)

Q̃3(λ, λ′) =
L∑

l=1

T∑
t=0

N∑
i=0

kl log {b′i(ol,t)}α(l, i, t)β(l, i, t).

(19)

By maximizing Q̃1(λ, λ′), Q̃2(λ, λ′), and Q̃3(λ, λ′),
Q̃(λ, λ′) can be maximized. Therefore, λ′, which maximizes
Q̃(λ, λ′), can be obtained as follows:

π′
i =

∑L
l=1 klπibi(ol,0)β(l, i, 0)∑N

i=0

∑L
l=1 klπibi(ol,0)β(l, i, 0)

(20)

a′ij =
∑T

t=1

∑L
l=1 klα(l, i, t− 1)aijbj(ol,t)β(l, j, t)∑N

j=0

∑T
t=1

∑L
l=1 klα(l, i, t− 1)aijbj(ol,t)β(l, j, t)

(21)

θ′i =

{
T∑

t=0

L∑
l=1

klψl,tψ
T
l,tα(l, i, t)β(l, i, t)

}−1

×
{

T∑
t=0

L∑
l=1

klψl,tyl,tα(l, i, t)β(l, i, t)

}
(22)

σ′2
i =

∑T
t=0

∑L
l=1 kl

∣∣θ′Ti ψl,t − yl,t

∣∣2 α(l, i, t)β(l, i, t)∑T
t=0

∑L
l=1 klα(l, i, t)β(l, i, t)

(23)

λ can be locally optimized by executing the three steps in the
EM algorithm iteratively along with (20)–(23).

Note that (22) can be regarded as the weighted least mean-
square solution in which the weighted parameters are specified
by α(l, i, t)β(l, i, t), i.e., the probability that ol,t is generated
from Si.

D. Parameter Estimation for Multiple Input and Output Cases

The SS-ARX model and its parameter estimation algorithm
can be easily extended to cover the case wherein yt and ut in
(1) are vector-valued signals. In this case, the ARX model (1)
is rewritten as follows:

yt = c1yt−1 + c1yt−2 + · · · + cnyt−n

+d0ut + d1ut−1 + · · · + dmut−m + et (24)

where the dimensions of yt and ut are considered to be q
and p, respectively. Then, c1, c2, . . . , cn and d0,d1, . . . ,dm

are q × q and q × p matrices, respectively. Furthermore, et is
a q-dimensional vector that is considered to exhibit a mixed
Gaussian distribution with covariance matrix Σ.

Subsequently, the measured signal and its occurrence proba-
bility are redefined as follows:

bi(ot) =
1

(2π)
q
2 |Σi|

1
2

× exp
{
−1

2
(
θT

i ψt − yt

)T
Σ−1

i

(
θT

i ψt − yt

)}
. (25)

Now, by applying the same procedure for the single
input–output case, λ′, which maximizes the Q̃(λ, λ′), can be
obtained as follows:

π′
i =

∑L
l=1 klπibi(ol,0)β(l, i, 0)∑N

i=0

∑L
l=1 klπibi(ol,0)β(l, i, 0)

(26)

a′ij =
∑T

t=1

∑L
l=1 klα(l, i, t− 1)aijbj(ol,t)β(l, j, t)∑N

j=0

∑T
t=1

∑L
l=1 klα(l, i, t− 1)aijbj(ol,t)β(l, j, t)

(27)

θ′Ti =

{
T∑

t=0

L∑
l=1

klyl,tψ
T
l,tα(l, i, t)β(l, i, t)

}

×
{

T∑
t=0

L∑
l=1

klψl,tψ
T
l,tα(l, i, t)β(l, i, t)

}−1

(28)

Σ′
i =

∑T
t=0

∑L
l=1 klzl,i,tz

T
l,i,tα(l, i, t)β(l, i, t)∑T

t=0

∑L
l=1 klα(l, i, t)β(l, i, t)

(29)

where zl,i,t = θ′Ti ψl,t − yl,t.

IV. APPLICATION TO DRIVER BEHAVIOR MODELING

A. Configuration of the DS

The configuration and projected image of the developed
DS [7] based on the CAVE are shown in Fig. 2(a) and (b).
The display unit in the CAVE system provides a 3-D virtual
environment, and it is controlled by ONYX2. The display pro-
gram is developed using the CAVE library and the Performer.
The cockpit is built by installing a handle, an accelerator,
and a brake in the CAVE system. The information regarding
the driver’s output to the steering, accelerator, and brake is
transferred to a PC via a USB terminal. The vehicle position
and motion are calculated based on these inputs and the vehicle
dynamics implemented on the PC using the CarSim software.
The results of the calculation are transferred to ONYX2 via the
Internet (TCP/IP), and a 3-D visual image based on the position
and motion of the vehicle is displayed.

Although our DS cannot provide any real motion, it en-
ables us to capture much more reliable information about
the driving behavior, owing to its stereoscopic immersive vi-
sion, than the other standard DS. Moreover, in the Carsim
software, the parameters of real vehicle were used. We have
already verified that the behavior observed through this DS has
similar characteristics with the ones observed in real driving
situation [7].
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Fig. 2. Developed DS based on the CAVE. (a) Configuration of the DS.
(b) CAVE system.

B. Data Acquisition in Collision Avoidance

1) Experimental Environment and Condition: In this paper,
we focus on the driver’s collision avoidance behavior at the
instance when the preceding vehicle is brought to a sudden halt
and the examinee is looking away from the road. In order to
model the driver’s collision avoidance behavior, the following
sensory information is captured as the inputs:

1) range between cars (u1,t);
2) range rate (u2,t);
3) lateral displacement between cars (u3,t).

The output of the driver is also specified as steering
amount (yt).

The selection of sensory information was based on our
empirical knowledge. One may argue that braking operation
should be taken into account in the model. However, as
sufficient distance was maintained between the vehicles, the
influence of braking is less than that of steering. In fact,
in our experimental setup, the examinees were directed to
drive the car while maintaining an almost constant distance
(about 25 m) between their own vehicles and the preceding
truck. This range was determined based on a parameter referred
to as time to collision (TTC); this parameter can be defined as
follows:

TTC =
range between cars (u1,t)

velocity of vehicle
.

Fig. 3. Road environment for the experiments.

Fig. 4. Scene at the start point.

In this case, the TTC was approximately 2 s (the velocity of
the car was set to about 50 km/h), and this value is typically
recognized to be the “sufficient range” to avoid a collision
without braking or with a small amount of braking. Therefore,
we did not consider the braking operation as driver output. If
we consider the situation with a smaller TTC, it is obvious that
the braking operation must be included in the model explicitly.
It may not be easy to provide a clear understanding of the
model obtained by including both the steering and braking
operations. However, from the viewpoint of computation, this
can be realized by simply applying the update law (26) to (29)
instead of (20) to (23) to the measured data.

In the considered task, the regressor vector in (4) was speci-
fied as follows:

ψt = (u1,t−m, u2,t−m, u3,t−m)T (30)

where m represents the time delay between the perception and
the operation in the human behavior [18]. In the analyses shown
in the subsequent sections, m was set to be 12. The sampling
interval of 16 ms implies that the specified time delay is about
200 ms, which is considered to be a reasonable value in the field
of human engineering.

The configuration of the experimental environment is shown
in Fig. 3. The road environment in this paper comprises four
intersections and two T-type junctions. It was 1 km long,
7 m wide, and the pedestrian walk was 1.5 m wide. The friction
coefficient of the road was set to be 0.8. The scene around
the start point is shown in Fig. 4. The vehicle moves from the
left to the right in Fig. 3. The scene at 940 m is identical to
that at the start point. The environment appearing after 940 m
is identical to that appearing after the start point. Therefore,
to the driver, this virtual environment appears to be a straight
continuous road. Only two vehicles exist in this environment.
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Fig. 5. Typical relationship between the positions of the two vehicles in the
experiment.

TABLE I
PERSONAL INFORMATION OF THE DRIVERS

One of them is a sedan that is driven by the examinee. The other
is a big truck that is driven in front of the examinee’s vehicle
by an operator. The car used in the simulator has a 3000-cc
engine and an antilock breaking system. The truck in front of
the examinee’s vehicle travels at a constant speed of 50 km/h.
The maximum deceleration of the truck was set to be 7 m/s2.

C. Experimental Procedure

The examinee drives the car while maintaining a constant
distance between his/her own car and the preceding truck. The
operator sets red or green parked vehicles on the right side at
the intersections. The examinees are supposed to take a look
to the right at each intersection; then, they answer what color
the parked vehicle was and/or whether there were any parked
vehicles. At one of the intersections, when the examinee looks
to the right, the preceding truck is brought to a sudden halt with
maximum deceleration. Then, the collision avoidance behavior
of the examinee is measured. The typical relationship between
the positions of the examinee’s vehicle and the truck in the
experiment is shown in Fig. 5.

V. MEASURED DATA AND MODELING RESULTS

A. Measured Data

Based on the setup described in the previous section, seven
drivers (A, B, C, D, E, F, and G) conducted the driving exper-
iment in the virtual environment. The personal information of
all the seven drivers is listed in Table I. First, four trial data sets
of the collision avoidance behavior of each driver, which are
characterized by the profile between the beginning and end of
the steering operation, are measured and analyzed.

The measured profiles of the sensory information and steer-
ing operation for the seven drivers are shown in Figs. 6–9.
The Ai, Bi, and Ci in each figure denote the corresponding
driver’s trial index. In Figs. 6–9, we can see that each driver
has unique characteristics. In particular, large variations are

observed between driver behaviors with respect to the lateral
displacement between cars and steering profiles.

B. Parameter Estimation

We adopted the left-to-right model with three states as the
structure of the SS-ARX model, as shown in Fig. 10. This
type of model is expected to work well for the analysis of the
time series data [15]. Moreover, the selection of the number of
modes was determined from the results of our previous study
based on a deterministic HDS model [8].

The parameters of the SS-ARX models corresponding to
each driver’s behavior are estimated by using the following
profiles: (A1, A2), (B1, B2), (C1, C2), (D1, D2), (E1, E2),
(F1, F2), and (G1, G2). The remaining profiles are used for
the verification of recognition performance in the next section.
Prior to the estimation, all measured variables were normalized.

In the EM algorithm, the locally optimal solutions of the
parameters are obtained by updating the parameters to improve
their log likelihood values. Therefore, the proposed strategy
cannot always find the globally optimal parameters, and the ac-
curacy of parameter estimation depends on the initial values of
the parameters specified in the EM algorithm. In order to over-
come this problem, we have tested several initial values of the
parameters and determined the optimal parameters by compar-
ing their resulting log likelihood values. The obtained parame-
ters of the corresponding SS-ARX model are listed in Table II.

Next, in order to verify the accuracy of the proposed pa-
rameter estimation procedure, the measured and reproduced
steering profiles of driver B are compared, as shown in Fig. 11.
The reproduced steering profiles, as shown in Fig. 11, are
generated by regarding the SS-ARX model as a deterministic
switched ARX model specified by θi and estimated switching
points. The estimated switching points are obtained by applying
the Viterbi algorithm to calculate the following two variables
recursively [15] (note that the number of discrete states is three;
the subsequently obtained two switching points for each profile
are shown in Fig. 11):

δ(l, i, t) = max
0≤j≤N

{δ(l, j, t− 1)ajibi(ol,t)} (31)

γ(l, i, t) = arg max
0≤j≤N

{δ(l, j, t− 1)ajibi(ol,t)} (32)

where γ(l, i, t) represents the most likely state Si at time t.
This algorithm enables us to estimate the most likely switching
points by calculating (31) and (32). The two vertical lines in
Fig. 11 in each profile represent the most likely switching points
that are estimated using the Viterbi algorithm. This figure shows
that both the profiles agree well with each other. This result
validates the proposed parameter estimation procedure.

One may argue that the switching points must be associ-
ated with the measured signals, i.e., the switching condition
expressed as the function of measured signals must be found.
We have addressed this problem in a previous study [8]. The
strategy developed in [8], however, requires a large amount
of computation time and does not meet our requirement of
real-time behavior recognition. The strategy proposed in this
paper can provide an alternative technique for estimating the
switching condition expressed as the function of the measured
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Fig. 6. Range between the cars of the seven drivers.



600 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 8, NO. 4, DECEMBER 2007

Fig. 7. Range rate of the seven drivers.
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Fig. 8. Lateral displacement between the cars of the seven drivers.
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Fig. 9. Steering profiles of the seven drivers.
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Fig. 10. Left-to-right model with three states.

signals by collecting the several estimated switching points and
investigating the relationship between them and the measured
signals. Also, it seems possible to develop a stochastic switched
model with a more complex switching mechanism (i.e., by
considering mode transition probabilities to be the functions of
measured signals). These issues are currently being investigated
and will be reported in our future study.

The investigation of the identified parameters of each driver
listed in Table II could yield interesting results. θi in Table II
can be considered to represent the “primitive driving skill”
of each driver in each mode. Broadly speaking, modes 0, 1,
and 2 can be considered to express “avoidance,” “overtaking,”
and “recovery,” respectively. Although the estimated θi varies
for each driver, a few common characteristics are observed.
These are listed below.

1) Comparison among modes: Since all measured signals
are normalized, the magnitude of θi,j [θi,j denotes the jth
element of θi, i.e., j is a type of sensory information (j =
1, 2, 3)] expresses the importance of the corresponding
sensory information for each driver. In the case of drivers
A, B, C, D, and E, the magnitudes of the second and third
elements in mode 1, |θ1,2| and |θ1,3| are smaller than that
in mode 0, |θ0,2| and |θ0,3|, respectively (also, in the case
of driver G, |θ1,2| is smaller than |θ0,2|). This implies that
the range rate and lateral displacement are less significant
in mode 1 as compared to mode 0. Also, in the case
of drivers A, B, C, F, and G, the magnitude of the first
element in mode 2 |θ2,1| is smaller than that in mode 1
|θ1,1|. This implies that the range is less significant in
mode 2 as compared to mode 1. Thus, essentially, the
driving behavior can be comprehended by regarding the
switching of control skills as follows: First, the range
rate and/or lateral displacement oriented skill (mode 0)
is adopted. Then, the driver switches to range-oriented
skill (mode 1) and finally switches back to the range-rate-
and/or lateral-displacement-oriented skill (mode 2) as the
mode progresses.

2) Comparison among elements: In the case of drivers B, C,
D, E, and F, the magnitude of the third element |θi,3| is
greater than that of the first element |θi,1| (also, |θ1,3| and
|θ2,3| are greater than |θ1,1| and |θ2,1|, respectively, in the
driver G). These results indicate that the drivers tend to
lend more importance to lateral information rather than
the longitudinal information throughout the behavior.

3) Comparison of signs: The signs of each element in mode
0 are the same: negative, positive, and negative. On the
other hand, the signs in modes 1 and 2 are not consistent.
Although we were unable to establish concrete signifi-
cance of these signs, this phenomenon may represent a
type of diversity in driving skills in each mode.

TABLE II
ESTIMATED PARAMETERS



604 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 8, NO. 4, DECEMBER 2007

Fig. 11. Estimated switching points and steering profiles of driver B (mea-
sured and reproduced).

It is not easy to obtain a global understanding of these para-
meters. In fact, it is observed that several different characteris-
tics exist among drivers. However, these differences motivate us
to develop a behavior recognizer that is based on the SS-ARX
model, as investigated in the next section. The analyses shown
in this section reveal the advantage of using the SS-ARX model,
which cannot be realized using a standard HMM.

VI. DRIVER RECOGNITION AND DISCUSSION

The obtained SS-ARX model for each driver is used as a
“behavior recognizer.” The objective of this recognition is to
identify the driver by calculating the log likelihood values of
the measured profiles over the SS-ARX model.

The log likelihood values of the 14 measured profiles [(A3,
A4), (B3, B4), (C3, C4), (D3, D4), (E3, E4), (F3, F4), and
(G3, G4)] over the seven SS-ARX models obtained in the
previous section are calculated and listed in Table III. In this
table, SS-ARX (∗1-∗2) denotes the SS-ARX model estimated
by applying the corresponding driver’s data profile. Note that
profiles ∗3 and ∗4 (unknown profiles) were not used for para-
meter estimation. The greatest likelihood values for profiles ∗3
and ∗4 are underlined. We can see that almost all maximum
likelihood values originate from the corresponding driver’s SS-
ARX model, except for driver A. This implies that the rate of
successful recognition is 12/14. Furthermore, even in the case
of unsuccessful recognition (driver A), it might be possible
to correct the result by comparing the estimated parameter θ

TABLE III
RECOGNITION RESULTS
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at each mode. These results show that the SS-ARX model
holds remarkable potential to function as a recognizer of human
driving behavior.

Finally, the comparison with other typical strategies is stated
below. Some of the typical alternative concepts that can realize
behavior modeling are NNs and standard HMM. Although the
quantitative comparison of the performances of NN and HMM
could yield interesting results, it is not easy to realize this
comparison as there exist several variations in both NN and
HMM. In order to execute a fair comparison, very carefully
determined structure and parameter settings are required in
each model. The biggest advantage of the proposed SS-ARX
model, however, can be clearly stated in a qualitative manner
as follows: When NN is applied to behavior modeling, the
significance of the obtained parameters is usually unintelligible.
Furthermore, the standard HMM cannot provide information
regarding the primitive skills of human behavior. On the other
hand, the SS-ARX model enables us to explicitly capture the
parameters of primitive skills, together with their switching
probabilities. Thus, we can obtain more information to recog-
nize the behavior in addition to the likelihood values of the
measured data over the model.

VII. CONCLUSION

In this paper, we have developed a new technique for the
modeling and recognition of human driving behavior based on
the SS-ARX model. First, a parameter estimation algorithm
for the SS-ARX model has been derived based on the EM
algorithm. This was achieved by extending the parameter es-
timation technique for standard HMM. Second, the developed
parameter estimation algorithm was applied to the measured
driving data with focus on the collision avoidance behavior.
The driving data were collected using a 3-D DS based on
the CAVE, which provides stereoscopic immersive vision.
Then, the parameter set for each driver was obtained, and cer-
tain driving characteristics were identified from the viewpoint
of the switched control mechanism. Finally, the performance
of the SS-ARX model as a behavior recognizer was examined.
The obtained results showed that the SS-ARX model holds
remarkable potential to function as a behavior recognizer.
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